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  #HPC Cloud / Cumulus VM Deploy
##Linux


Example usage

ansible-playbook -vvvv \
--private-key ec2.pem \
-u ubuntu \
-i ansible/inventory/test  \
   ansible/site.yml \
-e girder_version=master \
-e cumulus_version=master








Local Installation

If VirtualBox [https://www.virtualbox.org/wiki/Downloads], Vagrant [https://www.vagrantup.com/] and Ansible [http://www.ansible.com/] are installed, cumulus may also be deployed on a local virtual machine by running vagrant up from the project root directory. Otherwise each of these components may be installed on 64 bit Ubuntu 14.04 as follows:


Install VirtualBox 5.0

First you must add the Oracle repository to Ubuntu’s package manage apt by executing the following commands:

wget -q http://download.virtualbox.org/virtualbox/debian/oracle_vbox.asc -O- | sudo apt-key add -

sudo sh -c 'echo "deb http://download.virtualbox.org/virtualbox/debian trusty contrib" >> /etc/apt/sources.list.d/virtualbox.list'





Then update and install virtualbox 5.0

sudo apt-get update && sudo apt-get install virtualbox-5.0






Install Ansible

Add the ansible repository to apt and install ansible

sudo apt-get install software-properties-common
sudo apt-add-repository ppa:ansible/ansible
sudo apt-get update && sudo apt-get install ansible








Install Vagrant 1.8.1

Ubuntu’s default version of vagrant (1.4.3) is nearly 2 years old, to use this deployment script you must have a newer version of vagrant installed.  To do this download the following .deb file and install it. important: if you already have vagrant installed,  please do a sudo apt-get remove --purge vagrant before running the following commands:

wget https://releases.hashicorp.com/vagrant/1.8.1/vagrant_1.8.1_x86_64.deb -O /tmp/vagrant_1.8.1_x86_64.deb

sudo dpkg --install /tmp/vagrant_1.8.1_x86_64.deb && rm /tmp/vagrant_1.8.1_x86_64.deb








Creating a HPCCloud VM


	Clone this repo

	Run vagrant up in the folder that you cloned this repository too

	Point your browser to http://localhost:8888



##OSX


	Clone this repo

	Download and install the following in order:
	VirtualBox 5.0 [http://download.virtualbox.org/virtualbox/5.0.6/VirtualBox-5.0.6-103037-OSX.dmg]

	Vagrant 1.8.1 [https://releases.hashicorp.com/vagrant/1.8.1/vagrant_1.8.1.dmg]

	Ansible - sudo pip install ansible





	Run vagrant up in the folder that you cloned this repository too
	It will err if there’s anything already running on the ports it needs (definitely 8888, 8080, probably 27017)







#HPC traditional cluster requirements

In order to use a cluster with HPCCloud the following requirements need to be available:


	The Bash [https://www.gnu.org/software/bash/] shell.



	The curl command line utility. On an Ubuntu distro this can be installed using the following command:

   sudo apt-get install curl







	ParaView [http://www.paraview.org] is used for running visualization tasks on the cluster so needs to be installed, the latest release can be downloaded here [http://www.paraview.org/download/]. ParaView can also be build from source [http://www.paraview.org/Wiki/ParaView:Build_And_Install]












Local Development Installation

if HPCCloud [https://github.com/Kitware/HPCCloud], girder [https://github.com/girder/girder], or cumulus [https://github.com/Kitware/cumulus] are available in the folder above the HPCCloud-deploy checkout and the environment variable DEVELOPMENT is set to 1,  then these folders will be linked through the VM rather than checked out from github.  E.g.  with the directory structure:

./HPCCloud-deploy/
                  Vagrantfile
                  ansible/
                  ...
./cumulus/
          ...
./hpccloud/
           ...
./girder/
         ...





running DEVELOPMENT=1 vagrant up from within the HPCCloud-deploy/ folder will link cumulus, hpccloud and girder folders.  This should allow those folders to be changed locally,  and for those changes to be picked up on restart from within the VM. Note:  if a folder is not available it will be checkout from github.  the HPCCloud folder must be lowercase!





          

      

      

    

  

    
      
          
            
  
Installation of SGE on OSX

This guide will go through several steps that are needed in order to install
Sun Grid Engine on OSX.

emacs is used below as the editor but you can use any one you want.


Prerequisites

Installing the equivalent of build-essential on linux.

$ sudo xcode-select --install





Create a library alias for pam/pam_appl.h

$ sudo ln -s /usr/include/security /usr/include/pam





Configuring your shell environment

$ emacs ~/.profile

    # Used as basepath for SGE
    export SGE_ROOT=/opt/sge

    # Used at runtime + installation
    export SGE_CELL=default
    export SGE_CLUSTER_NAME=melmac
    export SGE_QMASTER_PORT=6444
    export SGE_EXECD_PORT=6445

    # Add sge tools to the path
    export PATH=$PATH:$SGE_ROOT/bin/darwin-x64:$SGE_ROOT/utilbin/darwin-x64

$ source ~/.profile





Configure your ssh environment

$ emacs ~/.ssh/environment

    SGE_ROOT=/opt/sge
    PATH=/usr/local/bin:/usr/bin:/bin:/usr/sbin:/sbin:/opt/X11/bin:/opt/sge/bin/darwin-x64:/opt/sge/utilbin/darwin-x64
    SGE_CELL=default
    SGE_CLUSTER_NAME=melmac
    SGE_QMASTER_PORT=6444
    SGE_EXECD_PORT=6445

$ sudo emacs /etc/sshd_config

    #PermitUserEnvironment no
    PermitUserEnvironment yes





Configuring your network

$ hostname # => your host name
$ ifconfig # => Find your IP, you can also do this from the Network panel in System Preferences
$ sudo emacs /etc/hosts

    # Add your hostname with your IP so they are not bound to localhost, e.g:
    201.10.5.1    hal hal.local








Download and build Grid Engine

$ cd /tmp
$ curl http://iweb.dl.sourceforge.net/project/gridscheduler/GE2011.11p1/GE2011.11p1.tar.gz -O
$ tar xvfz GE2011.11p1.tar.gz
$ cd GE2011.11p1/source

$ ./aimk -no-java -no-jni -spool-classic -no-dump -no-secure -only-depend
$ ./scripts/zerodepend
$ ./aimk -no-java -no-jni -spool-classic -no-dump -no-secure depend
$ ./aimk -no-java -no-jni -spool-classic -no-dump -no-secure -no-qmon -no-qtcsh








Install SGE into your $SGE_ROOT

$ sudo mkdir -p $SGE_ROOT && chown $USER $SGE_ROOT
$ cd /tmp/GE2011.11p1/source
$ ./scripts/distinst -local -all -noexit





Note: It should complain for qtcsh, qmon as you did not build them.




Configure SGE

$ cd $SGE_ROOT
$ cat inst_sge | grep -v PreInstallCheck > inst_sge_no_check
$ chmod +x inst_sge_no_check

# You may want to run them as root (authors did not)
# You can stop and restart this setup as many times as you need.
# It's mostly pressing enter with a few exceptions noted below:
$ ./inst_sge_no_check -m

...
    Enter cell name [default]

    Adding admin and submit hosts
    -----------------------------

    Please enter a blank seperated list of hosts.

    Stop by entering <RETURN>. You may repeat this step until you are
    entering an empty list. You will see messages from Grid Engine
    when the hosts are added.

    Host(s): >>> your host name (melmac for me)
    adminhost "melmac" already exists
    melmac added to submit host list

    =======================================================================

    Scheduler Tuning
    ----------------

    The details on the different options are described in the manual.

    Configurations
    --------------
    1) Normal
              Fixed interval scheduling, report limited scheduling information,
              actual + assumed load

    2) High
              Fixed interval scheduling, report limited scheduling information,
              actual load

    3) Max
              Immediate Scheduling, report no scheduling information,
              actual load

    Enter the number of your preferred configuration and hit <RETURN>!
    Default configuration is [1] >> 3

    We're configuring the scheduler with >Max< settings!
    Do you agree? (y/n) [y] >>
...

# You may want to run them as root (I did not)
$ ./inst_sge_no_check -x

...





If you’ve restarted or rerun the setup checks above you may want
to also restart the SGE processes. You can kill the processes
from Activity Monitor or ps. Start up the processes again with the
commands in the next section.




Running SGE after a reboot or a kill -9

$SGE_ROOT/default/common/sgemaster
$SGE_ROOT/default/common/sgeexecd








Configuring python

$ cd /tmp
$ git clone https://github.com/Kitware/HPCCloud-deploy.git
$ cd HPCCloud-deploy
$ sudo pip install -r requirements-cluster.txt





Note: Not tested on OSX 10.11 (El Capitan).




Registering your OSX cluster


	Go to: http://localhost:8888



	Login or Register


	Use a default user:
user: user001
pass: user001001





	Click on your user (Upper right corner)



	Click on the + for “Clusters”



	Set a name for that configuration



	Click on that name in the list of Clusters
You should fill:

 hostname                     : [the hostname of your machine]
 username                     : [your username]
 Simulation output directory  : [anywhere, absolute path]
 Hydra executable path        : [Hydra executable path, absolute path]
 ParaView install directory   : [Paraview execytable, probably: /Applications/paraview.app]





=> Save



	Copy the “echo ...” command line and paste it into a terminal.



	Click on the “Test” button



	If success, then you can start using that cluster to run jobs.











          

      

      

    

  

    
      
          
            
  
Compute Node - Vagrant

This vagrant deployment enable the creation of a compute node for PyFr and OpenFoam.


Configurations

Environment variables can be used to control the VM creation.

COMPUTE_NODE_IP:
Set the private IP that the VM will use.
By default the ip is 192.168.100.100




Creating the Compute node

$ cd HPCCloud-deploy/compute
$ vagrant up








Register node to HPCCloud


	Go to your HPCCloud server (http://localhost:8888)

	Preferences
	Cluster [+]
	Use “ComputeNode” preset











The configuration should be as follow:


	Name: ComputeVM

	Hostname: 192.168.100.100

	Username: demo

	Output directory: /home/demo/

	Scheduler: Sun Grid Engine

	Number of slots: 1

	GPUs/Node: 0

	Parallel Environment:

	Max runtime: 0 / 0 / 0

	Default queue:

	OpenFoam
	OpenFoam enabled: true





	PyFr
	ParaView Directory: /opt/paraview

	Cuda enabled: OFF

	OpenCL configurations: Empty

	OpenMP configurations:
	Default:
	Profile name: Default

	BLAS library: /usr/lib/libblas/libblas.so















Once you save the cluster, a key pair will be generated and a command line will be suggested for adding the public key to that host.
But since you may not have a password access to that VM, you may need to add that key in a different manner.

Below is an example on how to do so while copying the key from that suggested command line.

$ vagrant ssh
$ sudo -iu demo
$ mkdir -p ~/.ssh 
$ echo "ssh-rsa [...] cumulus generated access key" >> ~/.ssh/authorized_keys











          

      

      

    

  

    
      
          
            
  
HPCCloud - prebuilt

This directory provide various Vagrant file based on already built VMs.
This allow us to skip the provisioning steps and be only dependent of your network speed.


hpccloud-server

This directory contains a Vagrant file which will start a VM with the Web infrastructure of HPCCloud.
This will allow you to run ParaView, PyFr and OpenFOAM examples on hardware supporting those runtimes.
But for that you will have to register Clusters and or create AWS profiles.

The following set of commands explain how to start the VM and connect to it.

$ cd prebuilt-VMs/hpccloud-server
$ vagrant up





Then you should be able to connect to http://localhost:8888 and create your user. Once you’ve created your user, you should edit your preferences to register cluster or define AWS profiles.




compute-node

This directory contains a Vagrant file which will start a VM with the runtime infrastructure for ParaView/PyFr/OpenFOAM.
This VM can be seen as a Cluster and be registered as such in a running hpccloud-server.

To do so you will have to start it with the following command lines:

$ cd prebuilt-VMs/compute-node
$ vagrant up





And register it to your HPCCloud server like described below:


	Go to your HPCCloud server (http://localhost:8888)

	Preferences
	Cluster [+]
	Use “ComputeNode” preset











The configuration should be as follow:


	Name: ComputeVM

	Hostname: 192.168.100.100

	Username: demo

	Output directory: /home/demo/

	Scheduler: Sun Grid Engine

	Number of slots: 1

	GPUs/Node: 0

	Parallel Environment:

	Max runtime: 0 / 0 / 0

	Default queue:

	OpenFoam
	OpenFoam enabled: true





	PyFr
	ParaView Directory: /opt/paraview

	Cuda enabled: OFF

	OpenCL configurations: Empty

	OpenMP configurations:
	Default:
	Profile name: Default

	BLAS library: /usr/lib/libblas/libblas.so















Once you save the cluster, a key pair will be generated and a command line will be suggested for adding the public key to that host.
But since you may not have a password access to that VM, you may need to add that key in a different manner.

Below is an example on how to do so while copying the key from that suggested command line.

# Those should be executed after the one listed above
$ vagrant ssh
$ sudo -iu demo
$ mkdir -p ~/.ssh 
$ echo "ssh-rsa [...] cumulus generated access key" >> ~/.ssh/authorized_keys
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